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Abstract

Recommender systems are poised at the interface between stakeholders: for
example, job applicants and employers in the case of recommendations of
employment listings, or artists and listeners in the case of music recommen-
dation. In such multisided platforms, recommender systems play a key role in
enabling discovery of products and information at large scales. However, as they
have become more and more pervasive in society, the equitable distribution of
their benefits and harms have been increasingly under scrutiny, as is the case
with machine learning generally. While recommender systems can exhibit many
of the biases encountered in other machine learning settings, the intersection
of personalization and multisidedness makes the question of fairness in rec-
ommender systems manifest itself quite differently. In this article, we discuss
recent work in the area of multisided fairness in recommendation, starting with a
brief introduction to core ideas in algorithmic fairness and multistakeholder rec-
ommendation. We describe techniques for measuring fairness and algorithmic
approaches for enhancing fairness in recommendation outputs. We also discuss
feedback and popularity effects that can lead to unfair recommendation out-
comes. Finally, we introduce several promising directions for future research in
this area.

reasoning (Barbieri and Manco 2011; Kouki et al. 2015),
and most recently deep learning (Zhang et al. 2019).

Recommender systems learn from users’ interests and
behaviors in order to infer their preferences and provide
them with recommendations tailored to their interests.
Well-known examples are associated with social media
apps (Twitter, Facebook), streaming media services (Spo-
tify, YouTube), and e-commerce sites (Amazon, Etsy),
among others. A variety of machine learning techniques
have been employed to implement such systems including
nearest-neighbor methods (Ning, Desrosiers, and Karypis
2015), sparse matrix and tensor factorization (Aggarwal
2016; Ricci, de Gemmis, and Semeraro 2012), probabilistic

Recommender systems are largely characterized by their
personalized nature: they deliver results tailored to indi-
vidual users’ needs and preferences (Ricci, Rokach, and
Shapira 2011). The emphasis is often on evaluations that
capture some measure of user satisfaction. However, in
many recommendation domains, besides the receivers
of recommendations (consumers, customers, etc.), other
stakeholders such as item providers (vendors, content
creators, etc.) and the system itself have an interest in the
system’s performance and behavior. The interests, goals,
and needs of all the stakeholders of interest may need to
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be considered in the recommendation process and the
evaluation of its outcomes (Abdollahpouri et al. 2020).

This broader view of recommender system impact coin-
cides with recent developments in assessing the effects
of AI generally. As Al systems pervade society, it has
become clear that we must consider their potential nega-
tive social impacts. Depending on the type of application,
these can take a wide variety of forms, some of which have
been detailed in recent scholarship (Benjamin 2019; O’Neil
2016). One important category of analysis that has emerged
is unfairness, broadly defined as harmful disparity in expe-
riences with a system (Barocas and Selbst 2016; Bozdag
2013; Dwork et al. 2012; Pedreshi, Ruggieri, and Turini
2008). Many systems are trained on large corpuses of data
collected from human activity, and can incorporate the
biases and discrimination found in wider society. Further,
data features, learning models, and objective functions
are all selected and/or designed by humans, with their
own biases and priorities informed by their social and
economic context. Recommender systems share all these
concerns and are often applied in settings with significant
social impact.

However, there are key differences between the prob-
lem of fairness as studied in other AI applications and
its counterpart in recommendation (Ekstrand et al. To
Appear, §4). These differences derive largely from two
specific characteristics of recommender systems: person-
alization, the objective of providing customized results
to individual users, and multisidedness, the property that
recommendation interactions often involve multiple types
of parties and potentially multiple fairness concerns that
may need to be balanced. Because recommender systems
are personalized systems, a key element of their func-
tionality is that they reflect individual user preferences
in the recommendations that they provide. Those pref-
erences, or the observations of them by the system, may
in themselves contain biases, and therefore fair outcomes
might be in tension with the personalization objective.
Because recommender systems are often embedded in
multisided platforms (Evans and Schmalensee 2016), their
stakeholders can include both individuals receiving rec-
ommendations and individuals whose items are being
recommended. Fairness concerns may, therefore, arise
for stakeholders on each side and these may need to
be balanced.

These properties are not unique to recommendation or
information access settings; they can arise in other Al
applications as well. For example, speech recognition and
personalized medicine customize their inferences based
on the user or patient. Therefore, the intersection of per-
sonalization and fairness is likely to be of concern for Al
developers beyond the recommendation scenarios that we
discuss here. In addition, it is worth noting that major

deployed Al-intensive applications (think Siri or Google
Translate) are not software applications that users can
“own” in any sense. These are cloud applications under
constant monitoring and development by their respective
owners and, especially since they are offered at no cost
to end users, it is reasonable to expect that these applica-
tions serve a variety of stakeholders and balance multiple
objectives across them (Zuboff 2019). Thus, the complex-
ity of fairness that arises in multisided recommendation
settings may also be found in these and similar large-scale
Al systems.

Even without the additional complexities of personal-
ization and multisidedness, fairness itself is a complex
and, some have argued, an essentially contested concept, for
which we cannot expect a simple or stable definition (Mul-
ligan et al. 2019). The pursuit of fairness in any sociotech-
nical system must be responsive to the complexity and
multivocal nature of this concept and the potential pitfalls
involved in social computing (Selbst et al. 2019). Thus, we
emphasize a dynamic, iterative approach to fairness and
one that allows for the bottom-up emergence of fairness
concerns, specific ways a system may provide an outcome
or treatment that violates fairness-related objectives.

Figure 1 shows a sketch of the processes involved
in developing and operating a fairness-aware recom-
mender system. The process begins with an organiza-
tion and possibly external stakeholders engaging in con-
sultation to uncover fairness concerns. Those concerns
become formalized as metrics, measurable properties of
the system that quantify its fairness relative to each
concern. The metrics are important to both algorithm cre-
ation and system evaluation. On the system side, they
provide guidance about what interventions should be
employed; on the evaluation side, they indicate whether
fairness objectives have been met, which is important
feedback to the stakeholders from whom the fairness
concerns arise.

In practice, adopting the above process entails under-
standing and quantifying nuanced trade-offs between
different stakeholder metrics, and gauging the impact of
algorithmic interventions on stakeholders associated with
a particular fairness concern as well as other stakeholders
via direct or indirect effects. The challenge of applying
these concepts in practice is that the full scope of stake-
holder impacts may be only apparent over the long term.
For example, the calibration method of Steck (2018) tries
to generate recommendations whose content character-
istics (distribution of musical genres, for example) match
those of the user’s profile, so users get recommendations
whose breadth matches their expressed interests. While
this objective is focused on user outcomes, enhancing
calibration in a system where it is low will likely have
benefits for artists in niche genres, who might otherwise
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FIGURE 1

find themselves rarely heard when recommendations are
focused on more popular parts of the catalog.

There is a great deal of complexity in applying ideas from
algorithmic fairness in recommender systems. For simplic-
ity, and to reflect the state of current research, we will make
two assumptions about fairness concerns. First, we will
assume that an organization developing a recommender
system will be primarily concerned with two types of stake-
holders: consumers of recommendations, and providers of
items or information being recommended (Burke 2017).
Fairness concerns may arise for stakeholders of either type
(and sometimes for both at the same time). This first
assumption concentrates our attention on distributional
fairness: the distribution of the system’s benefits across
different individuals and stakeholder groups.

Distributional fairness can be contrasted to representa-
tional fairness, which looks at how a system may unfairly
impact data subjects. For example, a recommender system
for commercial imagery may show only white, male mod-
els in its photo recommendations (Karako and Manggala
2018), thus presenting a distorted, homogeneous, view of
its subject matter and reinforcing the marginalization of
those omitted. Here the fairness concern is not a function
of the immediate impact of the system on users looking
for photos or on the photographers who created them, but
rather the harm created by reproducing the minoritization
of nondominant groups or viewpoints (Noble 2018). Many
of the techniques described here associated with provider
fairness may also be applicable to representations fairness
problems, but such problems remain understudied in the
research literature.

The second assumption is that, when a fairness concern
is focused on subgroups of consumers or providers, the
grouping can be characterized as binary, separating indi-
viduals into a protected group for whom fairness is sought
relative to an unprotected group. This is a great oversim-
plification of the complex and textured nature of fairness
concerns in many real-world settings, but it is typical of
machine learning fairness research to date. This simplifica-
tion is inspired by U.S. antidiscrimination law, when there

Processes in developing fairness-aware recommendation

is a historically discriminated-against group or groups that
the law is seeking to protect.

MULTISIDED PLATFORMS

Recommender systems are important components in plat-
forms that bring together buyers and sellers, creators
and audiences, and other groups. Economists recognize
multisided platforms as systems where search, inter-
action, and transaction costs are reduced when mul-
tiple types of actors join together, thereby providing
value (Evans and Schmalensee 2016; Rochet and Tirole
2003). Multisided platforms encompass a wide range
of businesses and value propositions and it is, there-
fore, difficult to generalize about them. Such platforms
will employ recommender systems in order to reduce
search costs for one (or possibly multiple) sides of the
interaction, providing more convenient access to the
platform’s resources.

Many multisided platforms have only two key types
of actors (buyers and sellers, for example) but examples
exist in which additional actors are needed to complete
the platform’s transactions. For example, digital furniture
platform Opendesk connects buyers, designers, and pro-
ducers on its platform. Consumers (buyers) looking for
quality craft furniture go to the website where a crowd-
sourced community of artisans (designers) have uploaded
designs that local manufacturers (producers) can create.
Similarly, the food delivery marketplace UberEats consists
of eaters, restaurant-partners, and delivery-partners, as the
three sides of its marketplace. Fairness concerns may arise
for any of the stakeholder groups in these scenarios and,
while we do not examine such examples in depth, the
issues discussed here are broadly applicable to these more
complex platforms.

Here we introduce three examples of multisided plat-
forms and their associated fairness considerations. We
will refer to these examples throughout the discussion
that follows.
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Job recommendation

One prominent example of a multisided recommenda-
tion environment is job recommendation, as in professional
social networks such as LinkedIn (Borisyuk, Zhang, and
Kenthapadi 2017); job seekers need to find positions to
which they can apply, and want to be considered for good
jobs, while recruiters want to find and hire effective and
qualified workers. Further, both jobs and candidates are
in limited supply: each job can only be filled by a small
number of candidates, possibly only one, and each can-
didate can only work for a small number of employers.
As Borisyuk et al. note, naive recommendations that do
not account for these properties may recommend the same
jobs to too many candidates, hindering both candidates’
ability to find a job opening that is not over-applied, and
employers’ ability to have prospective candidates discover
their posting.

Job and candidate recommendations also compli-
cates somewhat the distinction between consumers and
providers, as it can vary based on perspective and on
the particular application under consideration: when
recommending job listings, job seekers are consumers
and employers or recruiters are providers; in a candi-
date search platform, prospective employees are providers
while recruiters are the consumers (Geyik, Ambler, and
Kenthapadi 2019). Each of these systems is a separate
recommendation problem where the fairness concerns rel-
ative to the job seekers and to the employers will manifest
themselves in different ways.

Philanthropic recommendation

As e-commerce has become a dominant shopping avenue,
so have online sites for philanthropic activity. For example,
Kiva is a nonprofit organization that operates a crowd-
sourced microlending platform with the goal of financial
global inclusion. In Kiva, the sides of the interaction are the
borrowers, generally developing-world entrepreneurs who
seek small amounts of capital to enhance their business
capacity, and lenders, who are the application’s end-users.
Ab typical lender will contribute only a fraction of the
total amount for any one loan, but may support multiple
loans at any one time. Lenders do not get any interest on
their investments and so supporting a Kiva borrower is
essentially a philanthropic act. Kiva’s mission emphasizes
equitable access to capital for its borrowers, who gener-
ally cannot make use of traditional forms of banking and
lending (Choo et al. 2014). Lenders are the users of the
recommender system, which has the purpose of lowering
their search costs in finding borrowers whose goals and
needs appeal to them.

Several provider-side fairness concerns might arise in
this recommendation context.! One key concern, arising
from Kiva’s mission of supporting world-wide access to
capital, is that the geographic imbalances in users’ pref-
erences may manifest themselves in the disproportionate
representation of certain countries or regions in recom-
mendation lists. This could give rise to a positive feedback
loop, as the recommended items are more likely to be sup-
ported, and thus the lending becomes even more highly
concentrated. A similar kind of imbalance may arise with
respect to different industries or economic sectors. Thus,
we can identify at least two fairness concerns within this
recommender system: equity in geographic distribution of
capital (Liu et al. 2019), and equity across economic sectors
(Sonboli et al. 2020).

Streaming media recommendation

Streaming services for digital media consumption offer
another example of multisided platforms, providing users
with on-demand access to global content, thereby con-
necting users with content creators, for eample, listeners
and artists in music streaming platforms such as Spotify,
and users and movie makers on video streaming platforms
like Netflix. Algorithmically generated recommendations
power and shape the bulk of consumption patterns on
such platforms and therefore streaming platforms care-
fully consider the influence of their recommendations on
consumption patterns in a manner benefiting not only the
users, but also creators, and the long-term goals of the plat-
form itself. As Mehrotra et al. (2018) note, to maximize user
satisfaction, streaming platforms optimizing for relevance
inadvertently provide impedance to exposure of artists on
the tail-end of the spectrum.

To better navigate such trade-offs between different
stakeholder objectives, platforms are increasingly relying
on multi-objective methods to jointly optimize multiple
user-centric goals (e.g., engagement metrics like clicks,
number of songs played, time spent), artist-centric goals
(e.g., exposure), and platform-centric goals (e.g., discovery,
diversity) (Mehrotra, Xue, and Lalmas 2020). In cer-
tain cases, aptly balancing such varied objectives makes
it possible to obtain gains in both complementary and
competing objectives.

ALGORITHMIC FAIRNESS

The extensive recent literature on fairness in machine
learning has generally focused on problems of classifica-
tion: ensuring that when an algorithm makes a decision
about the distribution of a benefit (e.g., approval of a
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loan) or the imposition of a burden (e.g., pretrial deten-
tion vs. release on bond) that this decision is fair, in the
light of known biases in the historical data on which
it is trained. Friedler, Scheidegger, and Venkatasubrama-
nian (2021) make a key distinction between two types of
assumptions that a fairness-aware system might make. A
system can assume that its observations of features do not
encode systematic bias and therefore the goal is to ensure
the individuals who are similar along all the relevant deci-
sion dimensions are treated similarly. This assumption is
described as What you see is what you get (WYSIWYG) and
can be used to support an approach of individual fair-
ness, where the concern is around the equal treatment
of individuals.

The major alternative assumption is one that acknowl-
edges the biases in any data that might be observed and
therefore starts from a standpoint that differences between
groups, especially groups defined by sensitive features,
are a result of societal biases. Friedler, Scheidegger, and
Venkatasubramanian describe this as the We’re all equal
(WAE) assumption, which can be used to support a group
fairness approach.”

Mitchell et al. (2021) provide a thorough treatment
of the concepts and metrics—along with vital underly-
ing assumptions—developed to date for measuring and
providing fairness in general machine learning, typically
classifiers. However, recommender systems have crucial
differences in their problem structure that require fair-
ness concepts to be adapted (Ekstrand et al. To Appear,
§4); one important one is that recommender systems
produce ranked outputs, so decisions about items are
not independent (classifier fairness constructs typically
assume independent outcomes and decisions). Items are
also subject to repeated decisions, unlike most previous
fairness problem settings. The personalized and multi-
stakeholder nature of recommendation introduces further
complications. Applying WYSIWYG and WAE distinc-
tions, therefore, requires subtlety, and both may be in play
in different aspects of the same system or fairness analysis.

WYSIWYG may be regarded as an inappropriate
assumption in many recommendation contexts, as there
are many well-known biases that skew collaborative
signals such as clicks and ratings. However, the funda-
mental premise of personalized recommendation is that
different users have different tastes, and should receive
recommendations tailored to those tastes; not every item
or provider, therefore, will be relevant to all users. On
the other hand, to assume “we’re all equal,” requires
that we clearly define what “all” and “equal” mean in
a particular context. Recommender system developers
and researchers need to be clear, as Friedler, Scheidegger,
and Venkatasubramanian (2021) advocate, about what
they are assuming, and how these assumptions follow

from an understanding of the underlying fairness issues
and concerns.

Fairness to consumers

As we have seen, a recommender system delivers benefits
to users by offering them personalized results in the form
of recommendation lists, ranked streams, or other outputs.
Following Burke (2017), we refer to these individuals as rec-
ommendation consumers and fairness concerns involving
them will be described as consumer-side concerns.

A key consumer-side fairness concern is simply the dif-
ference in system performance (for example, prediction
accuracy) across different users, especially across groups
of users sharing some protected characteristic. Any sys-
tem will have a range of performance characteristics and
may exhibit more errors for some users than others. If
these errors are unfairly distributed, especially relative to
a protected group, this may be a fairness concern for the
system. Yao and Huang (2017) discuss different kinds of
error-based unfairness metrics for collaborative filtering.
Note that this type of fairness employs the WAE logic:
trying to ensure that protected and unprotected users are
treated equally by the algorithm.

Rivalrousness or subtractibility (Becker and Ostrom
1995) introduces an important subtlety for understand-
ing such distributional fairness concerns. For consumers,
some resources are subtractible while others are not; over-
all utility is generally not subtractible, as one user receiving
effective recommendations does not interfere with the rel-
evance or utility of another user’s. A case of subtractibility
arises in job recommendation, where only a limited num-
ber of job opportunities can be recommended to qualified
candidates. To avoid some positions receiving too many
applications and others too few, the system must balance
its promotional efforts in response to the dynamics of the
market (Kenthapadi, Le, and Venkataraman 2017). Fair
distribution of subtractible recommendations, therefore,
becomes a consumer-side fairness concern: since not every
compatible job will be shown to every potential job seeker,
are members of a protected group getting their fair share of
the most desirable recommendations?

Fairness to providers

On the provider side, the utility of a recommender sys-
tem is that it presents the provider’s associated items or
information to potential users, buyers, or audiences. We
can think of the generation of recommendations for a
particular individual as constituting a (subtractible) rec-
ommendation opportunity, in which a given provider
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may or may not participate. Organizations may be con-
cerned that recommendation opportunities are fairly dis-
tributed across individual providers or to protected groups
of providers. As with the consumer side, recommen-
dation opportunities may be differentially valuable in
some absolute sense (purchasers with greater disposable
income, for example). A given recommendation oppor-
tunity may also be relatively more valuable for some
providers than others, by virtue of the characteristics of the
associated user.

Examples of fairness concerns

We can see these different types of concerns play out
in the examples introduced above. Job recommendation
and candidate search bring recommendation explicitly
into regulated spaces, at least in many jurisdictions.
U.S. employment antidiscrimination law requires that job
applicants be treated fairly, without discrimination based
on race, ethnicity, gender, or other protected character-
istics. This applies at all stages of the job recruiting
pipeline; the liability aspects of candidate recommenda-
tion are not yet well-established, but fairness towards job
candidates is necessary to implement the spirit, if not
the letter, of employment law. This means that the side
of the platform where the job seeker resides will gen-
erally be the focus of any fairness concern in this kind
of system.

In the case of Kiva, we noted two examples of provider-
side concerns: geography and economic sectors. From
historical data, we can determine if there are observable
biases among users in what loans are funded quickly on
the site, and set as the fairness objective the goal of increas-
ing the recommendation opportunities available to loans
in protected regions and sectors.

In the case of music streaming, we can quantify differ-
ences in artist exposure for user’s organic streaming versus
programmed streaming. These differences, especially if
associated with protected groups among the artists, could
constitute a provider-side fairness concern.

Multisided fairness

Multisided fairness arises when there are fairness con-
cerns on both sides of the recommendation interaction. In
such cases, the system must balance such concerns rela-
tive to each other. Although the constraints and problem
formulation are quite different, this balancing act inherits
some characteristics of the classic stable matching prob-
lem (Roth and Sotomayor 1992). While a recommender
system is collecting and processing user preferences, these

profiles are generally incomplete and therefore user pref-
erences are inferred and uncertain. It is also the case that
a recommender is delivering more than a single option
to each recommendation consumer and the provider typ-
ically can satisfy multiple user matches at once (and
sometimes an unbounded number).

Specific application and data characteristics must
inform system design and optimization where a balance
between competing fairness objectives needs to be struck.
The close and continuing involvement of stakeholders
may be necessary to keep such a system on track. An inspi-
rational example in the algorithmic fairness literature is
the WeBuildAI framework, created to ensure participatory
stakeholder involvement in algorithm design (Lee et al.
2019).

Multiple fairness concerns create the need for such bal-
ancing acts, but similar considerations may arise even if
the primary fairness concerns are only on one side of
the interaction. It is possible that addressing fairness con-
cerns on one side may change the performance of the
system with potential fairness implications on the other.
For example, improving fairness for providers may lower
the accuracy of recommendations that end-users receive,
a kind of “fairness tax.” A system may wish to ensure that
this disutility is distributed fairly across consumers (Patro
et al. 2020). The imposition of this kind of cost (even if
fairly distributed) may be challenging in practical contexts
due to the fact that users might not share the system’s
fairness objectives (Modani et al. 2017).

Finally, as noted above, our focus on consumer-side and
provider-side fairness does not cover the space of all poten-
tial stakeholders. In the UberEats three-sided platform,
consumers are users who order food, providers are restau-
rants who provide the food, but there are also the drivers
who make the deliveries. Drivers constitute a side stake-
holder group, who are impacted by the recommendations
the system makes, even though they do not directly par-
ticipate (Abdollahpouri 2020). We might want to ensure
that customers from different parts of the city have sim-
ilar ETAs for their food delivery (consumer fairness). At
the same time, we might want to be fair to restaurants
by giving them equal visibility in recommendations and
be fair to drivers by distributing the delivery orders in an
equitable way.

METRICS AND EVALUATION

The complexity of fairness concepts as outlined above hints
at the challenge involved in measuring the fairness prop-
erties of a recommender system. It is essential to have
the metrics used be aligned with the fairness concerns
and benefits or harms that they point towards. Metrics
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have a primary role of telling system operators and oth-
ers whether the system is in fact fair in the ways intended,
and they also may be useful as optimization objectives
or constraints.

Provider fairness

There are a variety of options for measuring provider-side
fairness, tied to different kinds of assumptions about the
fairness concern itself and the types of benefits that the
recommender system has for providers.

One set of metrics starts with the WAE assumption and
assumes that provider utility is a function of the appear-
ance of associated items in recommendation lists. Under
this rubric, the goal of fairness is to equalize the proba-
bility of appearance of protected and unprotected group
items in aggregate across recommendation lists. Most sim-
ply, we can measure the average proportion of protected
group items in such lists. This approach can be extended to
take ranking into account, for example by looking at pre-
fixes of the list of increasing length (Yang and Stoyanovich
2017; Zehlike et al. 2017), or by modeling user attention
as a function of rank to quantify the utility accruing to
protected and unprotected group items (Sapiezynski et al.
2019).

Under a WYSIWYG assumption, we can treat user rat-
ings and, by extension, predictions of the same by the
recommender system as indicative of the value of a match
between user and item. With this approach, we can cou-
ple group exposure in rankings with the relevance of that
group’s items to the users. This can be done by compar-
ing exposure to relevance, for example, by requiring that
a group’s exposure be proportional to its relevance (Biega,
Gummadi, and Weikum 2018; Singh and Joachims 2018),
or it can be done by using relevance data to derive an
ideal target exposure for items or groups, and comparing
the system’s actual exposure to that target (Diaz et al.
2020). An ideal system, under this scheme, puts the most
relevant items at the top of the ranking; but among compa-
rably relevant items, the exposure is fairly distributed with
respect to items’ individual providers or their providers’
group membership.

Neither of these approaches takes provider preferences
into account, the idea that providers themselves might
attach different utilities to different recommendation
opportunities. Problems of this type have been explored
in the area of computational advertising, where advertis-
ers specify directly or indirectly (through bidding), which
users are most preferred targets for their messages (Wang
and Yuan 2015).

In the example applications discussed above, a vari-
ety of fairness approaches and metrics have been defined.

In studies of fairness in the Kiva microlending domain,
Liu et al. (2019) define a protected category of loans with
a lower likelihood of recommendation and calculate the
average exposure of these protected group items in rec-
ommendation lists. In Mehrotra et al. (2018), fairness is
defined relative to artists at different deciles in the popu-
larity distribution and measured over the exposure counts
for each popularity group. In job recommendation, there
is little published research that makes use of demographic
data on job seekers due to the sensitivity of such features.
Some researchers have explored fairness as the balance
between the preferences of job seekers and employ-
ers, employing equilibrium concepts from economics
(Xia et al. 2019).

Consumer fairness

Consumer fairness is concerned with fair and equitable
treatment of all the users in the system regardless of
their membership to any protected group. In this area,
researchers have relied exclusively on the WAE assump-
tion; the idea being that users are entitled to similar quality
of service from the recommender system. In this family
of solution approaches, researchers measure the quality
of recommendations that users experience and compare
across groups. The differences in these approaches comes
from the metric they use to measure system performance,
for example, error- or accuracy-based metrics or even
diversity-based metrics such as KL-Divergence as in Steck
(2018).

For example, Yao and Huang (2017) compare the dis-
crepancy in the recommendation lists of consumer groups,
for example, in the average predicted rating of differ-
ent user groups, or different types of errors among user
groups such as overestimation and underestimation of
their predicted ratings. Ekstrand et al. (2018) compare the
distribution of the authors’ genders in user rating pro-
files and recommendation lists produced from this data
and demonstrate their inconsistencies. Ekstrand and col-
leagues also performed an off-line top-N evaluation of
several collaborative filtering algorithms and compared
the results for different user demographics (Ekstrand et al.
2018).

These group-wise performance measures do not
consider any inherent value associated with recom-
mended items, although this may be a fairness concern
in some contexts, as we have noted: higher-salary
jobs versus lower-salary ones, higher-risk loans versus
lower-risk ones, and so forth. Consumer-side fairness
metrics that incorporate the differential utility of rec-
ommended items have not yet been explored in the
research literature.
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Evaluation

Recommender systems can be evaluated using either
online or offline methods. For practical reasons, academic
researchers have generally made use of offline meth-
ods as these require only access to historical data about
user preferences, as opposed to online research, which
requires access to a large and active user base. However,
offline evaluation has significant disadvantages for study-
ing fairness-aware recommendation in particular as the
aspects of the system where fairness is important are likely
to be those where less data about user preferences will
be available. Any evaluation about users’ receptiveness to
these items will be inherently more uncertain than that of
more popular items. In Mehrotra et al. (2018), the authors
present a method for gathering historical exploration data
from a live recommender system, which can then be
used to evaluate recommendations across the full range of
potential user-item combinations in an unbiased way. This
still requires access to a live system, but only once, for the
data gathering and not for every algorithm evaluation.

Offline evaluation methodologies entail producing
training and test splits of historical user profile data, train-
ing the recommender on the training data and evaluating
against the test data. A typical methodology is to split each
user profile so that there is both training and test data for
each user. Since utility is evaluated relative to the known
test data items, it can be considered a lower bound for
actual utility as experienced by a user: there will likely be
recommended items that have utility for a user but were
not rated by them.

In an online system, users are presented with recom-
mendations and their reactions are measured with respect
to those recommendations. Classic A/B testing techniques
are typically employed to determine the properties of
algorithms relative to a variety of performance metrics,
including fairness. For example, in Mehrotra et al. (2018),
user satisfaction is measured as the number of recom-
mended tracks that a user listens to. One of the challenges
of employing A/B testing is understanding its impact on
user experience. When a fairness objective is in tension
with other performance measures, business objectives may
require that the fairness aspects of the system constitute
only a minor intervention to preserve user experience.

Another valuable type of evaluation is a human subjects
study that examines the perceptions users, content cre-
ators, and other stakeholders have of recommendation and
its fairness aspects. There are relatively few studies of this
type for fair machine learning generally; some examples
include (Dodge et al. 2019; Harrison et al. 2020; Kasinidou
et al. 2021; Srivastava, Heidari, and Krause 2019). There
has been even less attention to the recommender system
specific issues discussed here. Sonboli et al. (2021) report

on such a study, focusing the need for explanations that
justify the application of fairness and other non-accuracy
objectives and that are grounded in users’ pre-existing
understanding of recommender system functionality. Fer-
raro, Serra, and Bauer (2021) report on interviews with
music artists to gain their (provider-side) perspective on
fair music recommendation.

FAIRNESS-ENHANCING
INTERVENTIONS

With fairness concerns identified, it becomes possible
to consider interventions to improve recommender sys-
tems performance relative to them. In doing so, it is
worth keeping in mind the “traps” identified in Selbst
et al. (2019), possible hazards in applying fairness con-
cepts in sociotechnical systems. Sebst and colleagues note
that sometimes a technical fix is not always the most
appropriate approach for problems of power imbalance
and bias, and the failure to recognize this is defined
as the solutionism trap. There may be a wide variety
of non-computational solutions to problems that surface
themselves as unfair recommendations.

Preprocessing

Preprocessing methods focus on compensating for the
existing biases in a dataset. Chen, Johansson, and Sontag
(2018) suggest different data collection enhancements to
compensate for the biases that occur due to data imbal-
ance. For example, if there is an under-represented group
in the data, more data can be collected or imputation
can be used to give the system a more complete picture.
Resampling data so that there is balanced representation
of groups can be useful for testing whether data imbal-
ance is a contributor to metric imbalance; doing so in
MovieLens data has been seen to reduce the discrepancy
in recommendation accuracy for users of different genders
(Ekstrand et al. 2018). However, if resampling increases
the overall sparsity of a data set, it may induce a trade-
off between fairness and accuracy similar to other types
of interventions.

In-processing

In-processing approaches try to improve the fairness of
results by integrating fairness notions into recommen-
dation generation itself. Approaches can include multi-
objective optimization, constrained optimization, and oth-
ers. One approach that has seen considerable attention is
the use of fairness-related regularization as a component
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of the loss function used to learn latent factors in a fac-
torization model. For example, Kamishima et al. (2018)
proposes adding an independence term to the loss func-
tion that penalizes any correlations between the sensitive
attribute and the predicted ratings for items; a similar
term can also be added to achieve consumer-side fair-
ness (Kamishima and Akaho 2017). Similar approaches can
be found in learning-to-rank settings: Beutel et al. (2017)
add a penalty term to their pairwise ranking loss function,
to ensure that the difference between the ranking scores
of the relevant and irrelevant items is uncorrelated with
the relevant item’s sensitive attribute. It is also possible to
directly optimize a learning-to-rank objective to minimize
diversity in expected exposure (Diaz et al. 2020).

Although these techniques are relatively common
for consumer-side fairness, we believe that caution is
required. In domains without subtractibility, there is no
interaction between the quality of recommendations deliv-
ered to one group versus another. If user group A is well
served by the system and group B is poorly served, fairness
can be achieved by degrading the experience of group A
to match group B, but this means that the system works
less well for all. In such a context, putting consumer fair-
ness into the overall loss function is effectively asking the
system to make this kind of bargain. Outside of a legal con-
text where fairness across groups may be mandated, this
does not seem like the right incentive to build into the
learning process. A better practice may be to prioritize the
needs of group B in other ways: for example, in preprocess-
ing as noted above, or in other aspects of system design
and implementation.

From the point of view of the provider, recommendation
isinherently subtractible: the set of entries on a recommen-
dation list is generally fixed and a slot that goes to one item
is not available to another. To improve provider-side fair-
ness, Mehrotra et al. (2018) propose trading off consumer
relevance and provider fairness via interpolation, proba-
bilistic, and constrained optimization-based recommenda-
tion policies within a contextual bandit framework. They
find that considering user’s affinity to provider fairness
improves supplier exposure without severely impacting
user satisfaction, which suggests user level heterogeneity
in the impact of such interventions across user segments.
This work was extended in Mehrotra, Xue, and Lalmas
(2020) to incorporate fairness across multiple objectives.

Post-processing

Post-processing approaches focus on modifying the out-
puts of algorithms to satisfy a fairness criterion. In these
methods, fairness constraints do not contribute to the
learned objective function for the recommendation model

itself, rather they intervene after the output is produced. In
recommender systems, this is most commonly described as
a re-ranking method applied to the original ranked outputs
of the recommender.

There are two main approaches to re-ranking: (a)
those that treat the problem as a global optimization
task and try to improve fairness with respect to an
entire set of recommendation lists, and (b) those meth-
ods that focus on the fairness of individual lists. An
example of the first approach is Siirer, Burke, and Malt-
house (2018) that proposes a constrained optimization-
based method to enhance fairness (item exposure) for
multiple provider groups, avoid unfairness towards under-
represented groups and ensure a minimum degree of
diversity for consumers. Other optimization approaches,
including network flow (Mansoury et al. 2020) and fair
allocation (Patro et al. 2020), have been used for similar
purposes. These methods impose fairness constraints over
the whole set of recommendations at once and are there-
fore useful where recommendations are generated as part
of a batch process, such as push recommendations sent to
a group of users all at the same time.

A more common approach is to re-rank individual lists
as they are generated. Such approaches are often based
on topic diversification models originating in information
retrieval (Carbonell and Goldstein 1998; Santos et al. 2010).
These methods use a greedy list expansion approach,
where the re-ranked list is generated by incrementally
adding new items that satisfy a fairness criteria. These
approaches also provide the benefit of controlling the bal-
ance between the accuracy and the fairness goal. Modani
et al. (2017) use a re-ranking approach to enhance provider
exposure while preserving relevance. Geyik, Ambler, and
Kenthapadi (2019) use a similar greedy approach to pro-
duce rankings of job candidates that have a fair distribution
of their demographic attributes. A different of optimization
is used in Zehlike et al. (2017), which applies the A* search
algorithm to achieve fairness in a ranked list at depth k.

In the case of Kiva, Liu et al. (2019) studied a re-ranking
technique that supported user-sensitive weighting of the
fairness objective in re-ranking so that users with greater
affinity or tolerance for a wide range of results encoun-
tered more of these results. This work was extended in
Sonboli et al. (2020), which consider multiple fairness
concerns and users’ preferences across multiple concerns.
Aligned with the work presented in Tomasi et al. (2020),
Sonboli et al. (2020) sees users’ propensities towards
diversity (measured by entropy) in their recommenda-
tion lists as opportunities to increase the exposure of
under-represented loans.

Overall, re-ranking approaches offer several advantages.
First, the trade-off between accuracy and fairness can be
tuned without re-learning the recommendation model (as
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would be required in other methods). Second, researchers
have found that re-ranking can sometimes achieve bet-
ter trade-offs against accuracy than in-processing mod-
els (Abdollahpouri, Burke, and Mobasher 2019).

CONCLUSION AND FUTURE
DIRECTIONS

Recommender systems are among the most widely used
machine learning applications, and serve a substantial
gatekeeping function in social networking and media
streaming applications. It is important, therefore, to
address their potential for unfair outcomes, both for
consumers and providers.

While we have concentrated on distributional harms
in this article, that is not to deny the importance of
representational harms. Since users treat the output of
information access systems as generally representative,
even when they are personalized, there is a danger that
unbalanced recommendations give a distorted view. This
type of harm was highlighted in (non-personalized) search
settings in Noble (2018). Also, it should be noted that fair-
ness alone is not a sufficient consideration for creating
humane sociotechnical systems. The Belmont Report on
human subjects research categorizes justice and benef-
icence as distinct principles (National Commission for
the Protection of Human Subjects of Biomedical and
Behavioral Research 1979). For example, a malevolent
system may fairly distribute its harms, but that fair-
ness property does not mitigate the harms themselves, as
ominously, if sarcastically, noted in Keyes, Hutson, and
Durbin (2019).

We have concentrated here on remedies that are algo-
rithmic or data-centric in nature. However, these are not
the only possible avenues for correcting unfair outcomes
in a recommendation application. Improvements in sys-
tem design and enhanced data collection may produce
better results even if the core algorithms are unchanged.
Another design strategy is to differentiate between the con-
texts and their associated user expectations, to identify
places in the application environment where users may
be more amenable to exposure to diverse content (Hansen
et al. 2021; Tomasi et al. 2020).

While we have outlined current work in fairness and
recommendation, much remains to be studied. There has
been relatively little exploration of contexts in which
items have inherent utility. As a result, the study of
consumer-side fairness has concentrated on differences in
performance measures as experienced by different groups
of users. There has been more diversity of approaches on
the provider side, but fairness for providers seeking to tar-
get particular users has not been explored. One reason for

these lacunae is the lack of applications and associated
data available to academic researchers.

In general, addressing fairness problems with real social
impact requires access to data that allows for the assess-
ment of impact on marginalized groups. However, detailed
individual demographic information of the type that would
be required for this work is precisely the type of data that is
most sensitive and most likely to be tightly controlled. We
will need to see new forms of collaboration between data
holders and recommender systems researchers in order to
ensure continued progress in these important areas.

In this article, we have concentrated on examples in
which each side of the recommendation interaction has
only a single operative fairness concern and all concerns
are represented in a single model. However, some prac-
tical settings require that multiple, intersecting fairness
concerns be considered. Despite some efforts in this area
(Sonboli et al. 2020; Wang et al. 2021), the challenge of
integrating multiple fairness concerns from multiple stake-
holders or from a multi-model recommender system into a
coherent and tractable set of fairness objectives is one that
needs much further research.

Recommender systems are pervasive and impactful and
their social impacts, including the propagation of bias,
deserve careful study. This article has highlighted some of
the complexities of machine learning fairness as applied
to recommendation. In particular, we have shown how
the multisided nature of many recommendation platforms
gives rise to multifaceted fairness concerns, which are not
typically considered in machine learning fairness research.
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